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MSSC 6010 / Comp. Probability

Instructor: Mehdi Maadooliat

Department of Mathematics, Statistics and Computer Science

Special thanks to Prof. Ana Militino for providing the original slides of  the book.

Chapter 4
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 Watts <- c(40,60,75,100,120)

 meanWatts <- (1/5)*sum(Watts)

 varWatts<- (1/5)*sum((Watts-meanWatts)^2)

 ans <- c(meanWatts, varWatts)

 ans

[1] 79 804
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THE BINOMIAL

PROBABILITY DISTRIBUTION

• Consider the following probability experiment. I give you a 

surprise four-question multiple-choice quiz. 

• You have not studied the material, and therefore you decide to 

answer the four questions by randomly guessing.

• Here are some 

questions for you?

1. How many of the four questions are you likely to have answered correctly?

2. How likely are you to have more than half of the answers correct?

3. What is the probability that you selected the correct answers to all four 

questions?

4. What is the probability that you selected wrong answers for all four questions?

5. If an entire class answers the quiz by guessing, what do you think the class 

“average” number of correct answers will be?
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THE BINOMIAL 

PROBABILITY DISTRIBUTION

• To find the answers to these questions, let’s start with a tree 

diagram 

• Each of the four questions is answered with the correct answer 

(C) or with a wrong answer (W).

• 𝑥 is the “number of correct answers” on one person’s quiz 

when the quiz was taken by randomly guessing.

6

THE BINOMIAL 

PROBABILITY DISTRIBUTION

• Notice that:

– The event 𝑥 = 4, “four correct answers,” is shown on the top branch.

– The event 𝑥 = 0, “zero correct answers,” is shown on the bottom branch.

– The event 𝑥 = 1 occurs on four different branches.

– The event 𝑥 = 2 occurs on six branches.

– The event 𝑥 = 3 occurs on four branches.

– Each individual question has only one

correct answer.

– The probability of selecting the correct 

answer to each question is 
1

3
.

– The probability that a wrong 

answer is selected is 
2

3
.

– The probability of each value of 𝑥 can 

be found by calculating the probabilities 

of all the branches and then combining 

the probabilities for branches that have the 

same 𝑥 values.
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THE BINOMIAL 

PROBABILITY DISTRIBUTION

• 𝑃(𝑥 = 0) is the probability that the correct 
answers are given for zero questions.

– 𝑃 𝑥 = 0 =
2

3
×

2

3
×

2

3
×

2

3
=

2

3

4
=

16

81
= 𝟎.𝟏𝟗𝟖

– Note: Answering each individual question is a 

separate and independent event, thereby we can use: 

– 𝑃 (𝐴 and 𝐵) = 𝑃(𝐴)𝑃(𝐵)

• 𝑃(𝑥 = 4) is the probability that correct 

answers are given for all four questions.

– 𝑃 𝑥 = 4 =
1

3
×

1

3
×

1

3
×

1

3
=

1

3

4
=

1

81
= 𝟎.𝟎𝟏𝟐

THE BINOMIAL 

PROBABILITY DISTRIBUTION

• 𝑃 (𝑥 = 1) is the probability that the correct answer is given for 

exactly one question and wrong answers are given for the other three 
(there are four branches: CWWW, WCWW, WWCW, WWWC—and each 
has the same probability):

– 𝑃 𝑥 = 1 = 4 ×
1

3
×

2

3
×

2

3
×

2

3
= 4 ×

1

3
×

2

3

3
= 𝟎. 𝟑𝟗𝟓

• 𝑃 (𝑥 = 2) is the probability that correct answers 
are given for exactly two questions and wrong answers 

are given for the other two (there are six branches) :

– 𝑃 𝑥 = 2 = 6 ×
1

3
×

1

3
×

2

3
×

2

3
= 6 ×

1

3

2
×

2

3

2
= 𝟎.𝟐𝟗𝟔

• 𝑃 (𝑥 = 3) is the probability that correct answers 
are given for exactly three questions and wrong answers 
are given for the other one(there are four branches) :

– 𝑃 𝑥 = 3 = 4 ×
1

3
×

1

3
×

1

3
×

2

3
= 4 ×

1

3

3
×

2

3
= 𝟎. 𝟎𝟗𝟗
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THE BINOMIAL 

PROBABILITY DISTRIBUTION

• 𝑃 𝑥 = 0 =
2

3
×

2

3
×

2

3
×

2

3
=

2

3

4
=

16

81
= 𝟎. 𝟏𝟗𝟖

• 𝑃 𝑥 = 1 = 4 ×
1

3
×

2

3
×

2

3
×

2

3
= 4 ×

1

3
×

2

3

3
= 𝟎. 𝟑𝟗𝟓

• 𝑃 𝑥 = 2 = 6 ×
1

3
×

1

3
×

2

3
×

2

3
= 6 ×

1

3

2
×

2

3

2
= 𝟎. 𝟐𝟗𝟔

• 𝑃 𝑥 = 3 = 4 ×
1

3
×

1

3
×

1

3
×

2

3
= 4 ×

1

3

3
×

2

3
= 𝟎. 𝟎𝟗𝟗

• 𝑃 𝑥 = 4 =
1

3
×

1

3
×

1

3
×

1

3
=

1

3

4
=

1

81
= 𝟎. 𝟎𝟏𝟐

• In general:

• 𝑃 𝑥 = 𝑘 =
4!

𝑘! 4−𝑘 !
×

1

3

𝑘
×

2

3

4−𝑘
,      for 𝑘 = 0,1,2,3,4

• Probability distribution:

Probability Distribution for the 
Four-Question Quiz

10
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Binomial Calculator

 par(mfrow=c(1,2), pty="s")

 plot(0:8, dbinom(0:8,8,0.3), type="h", xlab="x",

ylab="P(X=x)", xlim=c(-1,9))

 title("PDF for X~Bin(8, 0.3)")

 plot(0:8, pbinom(0:8,8,0.3), type="n", xlab="x",

ylab="P(X<=x)", xlim=c(-1,9), ylim=c(0,1))

 segments(-1,0,0,0)

 segments(0:8, pbinom(0:8,8,.3), 1:9,pbinom(0:8,8,.3))

 lines(0:7, pbinom(0:7,8,.3), type="p", pch=16)

 segments(-1,1,9,1, lty=2)

 title("CDF for X~Bin(8, 0.3)")

13

http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
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POISSON PROCESS
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Poisson Calculator

FURTHER COMMENTS:

17

http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
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• First,

• Next, let’s verify that the mean and variance of Goals are 

approximately equal
 library("PASWR")

 attach(Soccer)

 mean(Goals, na.rm=TRUE)

[1] 2.478448

 var(Goals, na.rm=TRUE)

[1] 2.458408
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R CODE:

 OBS <- table(Goals)

 Empir <- round(OBS/sum(OBS), 3)

 TheoP <- round(dpois(0:(length(OBS)-1),

mean(Goals, na.rm="TRUE")),3)

 EXP <- round(TheoP*232, 0)

 ANS <- cbind(OBS, EXP, Empir, TheoP)

 ANS

OBS EXP Empir TheoP

0  19  19 0.082 0.084

1  49  48 0.211 0.208

2  60  60 0.259 0.258

3  47  49 0.203 0.213

4  32  31 0.138 0.132

5  18  15 0.078 0.065

6   3   6 0.013 0.027

7   3   2 0.013 0.010

8   1   1 0.004 0.003

20

 par(mfrow=c(1,2), pty="s")

 plot(0:8, dpois(0:8,1), type="h", xlab="x",

ylab="P",xlim=c(0,9), main="PDF")

 plot(0:8, ppois(0:8,1), type="n", xlab="x",

ylab="F",xlim=c(0,9), ylim=c(0,1), main="CDF")

 segments(-1,0,0,0)

 segments(0:8, ppois(0:8,1), 1:9, ppois(0:8,1))

 lines(0:7, ppois(0:7,1), type="p", pch=16)

 segments(-1,1,9,1, lty=2)

21
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SOLUTION CONT.
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> dpois(0,2)
[1] 0.1353353

> ppois(4,2)
[1] 0.947347

> ppois(5,120)
[1] 0

25

Geometric Distribution 
in Wikipedia

https://en.wikipedia.org/wiki/Geometric_distribution
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Negative binomial Distribution 
in Wikipedia
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https://en.wikipedia.org/wiki/Negative_binomial_distribution
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 set.seed(33)

 U <- runif(1000)

 X <- sqrt((2-sqrt(4-3*U)))

 mean(X)

[1] 0.6152578

 > var(X)

[1] 0.05809062

 f <- function(x){(4/3)*x*(2-x^2)}

 ex <- function(x){x*f(x)}

 ex2 <- function(x){x^2*f(x)}

 EX <- integrate(ex,0,1)

 EX2 <- integrate(ex2,0,1)

 VX <- EX2$value - EX$value^2

 c(EX$value,EX2$value,VX)

[1] 0.62222222 0.44444444 0.05728395

32
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• Exponential Distribution

Applet

35

http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
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REMEMBER
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R CODE:

 round(pexp(12,1/8) - pexp(3,1/8),4)

[1] 0.4642

 f1 <- function(x){(1/8)*exp(-x/8)}

 integrate(f1,3,12) # For R

0.4641591 with absolute error < 5.2e-15

 qexp(0.95,1/8)

[1] 23.96586
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 1-pexp(15,1/8) ## applying memoryless property

[1] 0.153355

 (1-pexp(25,1/8))/(1-pexp(10,1/8)) ## without applying 

memoryless

[1] 0.153355
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• Gamma Distribution

Applet

45

http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
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 1 - ppois(4,6)

[1] 0.7149435
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 > 1 - pgamma(1,2,3)

 [1] 0.1991483

 gam23<-function(x){9*x*exp(-3*x)}

 integrate(gam23,1,Inf) # R

 0.1991483 with absolute error < 2.5e-05 48
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COMMON CONTINUOUS 

DISTRIBUTIONS:

• Uniform

– Wiki

• Exponential

– Wiki

• Gamma

– Wiki

• Weibull

– Wiki

• Beta

– Wiki

• Cauchy

– Wiki

• Normal (𝜇=mean, 𝜎2=variance)

– Wiki

• t (𝜈=df)

– Wiki

• Chi-Square (𝜈=df)

– Wiki

• F (𝜈1=df1, 𝜈2=df2)

– Wiki

50
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http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
https://en.wikipedia.org/wiki/Uniform_distribution_(continuous)
http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
https://en.wikipedia.org/wiki/Exponential_distribution
http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
https://en.wikipedia.org/wiki/Gamma_distribution
http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
https://en.wikipedia.org/wiki/Weibull_distribution
http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
https://en.wikipedia.org/wiki/Beta_distribution
http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
https://en.wikipedia.org/wiki/Cauchy_distribution
http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
https://en.wikipedia.org/wiki/Normal_distribution
http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
https://en.wikipedia.org/wiki/Student's_t-distribution
http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
https://en.wikipedia.org/wiki/Chi-squared_distribution
http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
https://en.wikipedia.org/wiki/F-distribution


9/30/2019

27

GAUSSIAN (NORMAL) DISTRIBUTION

• Z-table (“D2L > Useful Links > Z, T and Chi^2 Tables”)

– 𝑃 𝑍 ≤ 𝑧 , where 𝑍 is a standard Normal,  𝑍~𝑁 𝜇 = 0, 𝜎2 = 1 .

• Normal calculator

52

53

Mean and Standard deviation of Normal distribution

http://sctc.mscs.mu.edu:3838/sample-apps/Calculator/
http://homepage.divms.uiowa.edu/~mbognar/applets/normal.html


9/30/2019

28

54

55



9/30/2019

29

56

57



9/30/2019

30

• Solution:

58
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•ANY QUESTION?

QUESTIONS?


